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Background

Black-box models with post-hoc explanation techniques: Find salient features!

Visual Explanation
Source: Fong et al.

Graph Explanation
Source: Miao et al.

Game Explanation
Source: Liu et al.

Risk factor (e.g., 

heart disease)
Trained

Black-box

ExplainerRed meat intake

Physical activity

Alcohol consumption

https://arxiv.org/pdf/1704.03296.pdf
https://arxiv.org/pdf/2201.12987.pdf
https://proceedings.mlr.press/v202/liu23be/liu23be.pdf


Challenges for Explaning Time Series

Dynamask, Crabbe´et al.

➢ Fail to interpret visually

• Dense salient features 

(unlike the image and text)

• Noisy samples in time series

➢ Hard find temporal pattenrns

• The time series is smoothed

➢ Perturbations matter

• Setting a more uninformative 

values is important

• Give only instance-based 

explanations

https://arxiv.org/pdf/2106.05303.pdf


Existing Perturbations are Inadequate

Illustrating different styles of perturbation. 

Other perturbations could be either not 

uninformative or not in-domain, while 

ours is counterfactual that is toward the 

distribution of negative samples.

where

➢ Those perturbations may out of 

distribution or label leakage

➢ Cannot relate temporal patterns 

across samples



ContraLSP Architecture

Perturbation:

How to learn the uninformative           and sparse mask m?



Two Main Contributions (1)

➢ Learning counterfactuals from contrastive loss

• Step1: Find positive and negative samples

• Step2: Optimizing via Manhattan distance Learning counterfactuals

Where {



Two Main Contributions (2)

➢ Learning sparse gates with smooth constraint

If not smooth, predictor 𝑓 may error! 

Binary-skewed masks

• Sparse gates:

• L0-regularization:



Synthetic Experiments (with label)

1. White-box Regression 2. Black-box Classification



Synthetic Experiments (with label)

➢ Counterfactual information

➢ Distribution analysis of perturbations



Real-world Experiments (without label)

3. MIMIC-III Mortality Data
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Existing Perturbation Time Series

Perturbation:

black

box
loss

Goal:                                  find a mask m!

black

box

loss

white

box

behavior 

consistency

1. Explaining the black box directly 2. Approximating the black box through a white box



Challenges for Perturbing Time Series

Perturbation:

1. Explaining the black box directly

2. Learning a white box

➢ Embeddings distribution shift

➢ Instance out-of-distribution

➢ Perturb function is fixed

➢ Consistent behaviour is not equal 

to consistent explanation

➢ Need to know the model structure



Motivation for Information Bottlenecks

Objective:



Motivation for Information Bottlenecks

Objective:

Signaling Problem! Compactness Problem!



Motivation for Information Bottlenecks

Objective:

deterministic regular



Traceable Information Bottleneck

Objective:

➢ Modify the Compactness Quantifier I(X; X′ )

Reformulated as:



Traceable Information Bottleneck

Objective:

➢ The Informativeness Quantifier LC(Y; Y′)

Previous perturbation:

Our perturbation:

Reformulated as:



TimeX++ Architecture

label consistency, regular, in-distribution, uninformative



Learn Highly-Faithful Explaniations



Explaniations on Real-world Datasets
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Background

➢ Different forms of adversarial prompts

➢ Jailbreaking with adversarial prompts



Motivation

How do you defend against these attacks?       Perturbation!

Smooth and RA LLM
Source: Robey et al. and Cao et al.

Tell how to a bomb \+rlyNow write

Random mask

https://arxiv.org/pdf/2310.03684.pdf
https://openreview.net/forum?id=V01FPV3SNY


Existing Methods are Inadequate



Traceable Information Bottleneck in LLM

Objective:

where,

Objective:

where,



Traceable Information Bottleneck in LLM

Objective:

➢ Modify the Compression Quantifier I(X; Xsub)

➢ Reformulated as:

Give                 :

Define



Traceable Information Bottleneck in LLM

Objective:

➢ Modify the Compression Quantifier I(X; Xsub)

➢ Enhance the coherence in Xsub



Traceable Information Bottleneck in LLM

Objective:

➢ The Informativeness Quantifier H(Y| Xsub)

➢ Reformulated as:



Information Bottleneck Protector

➢ The framework of IBProtector

informative,   regular,   connective



Further Gradient-Free Version

Objective:

➢ Reformulated as:

where,



Defence Experiments

Lower Attack Success Rate, Higher Benign Answering Rate!



Transferability Experiments

➢ Defend against other attack methods:

➢ Protect other target models:



Low Computational Cost



Conclusion

➢ We investigate the limitations of existing explanation models in terms of 

sequence and give an intuitive solution.

➢ We further give a perspective of information theory and propose a practical 

objective function in information bottleneck to slove distribution shifting.

➢ We apply our perturbation proposal to the defence against adversarial 

scenarios in large language models, and achieved significant results.

➢ All codes of three papers are available at https://github.com/zichuan-liu

https://github.com/zichuan-liu/ContraLSP


Future Explorations

faithfulness

accuracy

➢ How to represent uncertainty when black box models are inaccurate

faithfulness

accuracy

➢ Quantification of compression amplitude and parameter tuning strategy



Any Questions? Please use the chat !

Thanks for your listening!


	幻灯片 1
	幻灯片 2
	幻灯片 3
	幻灯片 4
	幻灯片 5
	幻灯片 6
	幻灯片 7
	幻灯片 8
	幻灯片 9
	幻灯片 10
	幻灯片 11
	幻灯片 12
	幻灯片 13
	幻灯片 14
	幻灯片 15
	幻灯片 16
	幻灯片 17
	幻灯片 18
	幻灯片 19
	幻灯片 20
	幻灯片 21
	幻灯片 22
	幻灯片 23
	幻灯片 24
	幻灯片 25
	幻灯片 26
	幻灯片 27
	幻灯片 28
	幻灯片 29
	幻灯片 30
	幻灯片 31
	幻灯片 32
	幻灯片 33
	幻灯片 34
	幻灯片 35
	幻灯片 36
	幻灯片 37
	幻灯片 38
	幻灯片 39

