
Research Statement

My research is driven by Trustworthy AI models that interact with the real world. My 

research tackles this focusing on developing more robust, fair, and explainable AI models, 

regardless of the data format. For instance, how the trajectory of agents, language sequences, 

and time series predict the future states through understanding to follow to finish a task. 

Applying trustworthy AI poses fundamental challenges compared to settings where black-box 

models have excelled, e.g., language and images. First, there is a fundamental lack or bias of 

high-quality data on how to train a model, and second, there is a need for generalization 

beyond the training data to make the model easy to extract, compress, and use data knowledge. 

Finally, human understanding and interactive editing models are used for more intelligent 

development. Through innovations in model training, evaluation, and interpretation, we are 

hoping to develop AI models, especially LLMs, that are unbiased, reliable, and interactable. 

Below, I summarize our prior work on explainability, efficiency, and safety of sequence models.

Explaining Sequence Predictions [slides]: With the application of sequence data such as 

trajectories [11] and spatio-temporal flows [10] in the physical world, how these predictive 

models are explained becomes a crucial factor as this affects the human understanding of the 

models. Typical time series classification and forecasting models are usually black-boxed [6], 

and it is difficult for humans to extract the key factors affecting model performance. We extract 

the key features [6] and information content [4] in the timestep, mining which features/time 

points mainly affect the prediction, and apply it to scenarios such as healthcare, environment, etc.

https://zichuan-liu.github.io/talk/ib_slides.pdf
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Interpretable and Efficient Decision-Making [slides]: As reinforcement learning evolves, agent-

environment interactions and agent-agent interactions become more complex. Thus, our work 

describes the explanation of decision generation through transparent decision trees [12] and the 

explanation of credit assignment through white-box modeling [9] acting on multi-agent systems. 

Moreover, we increase data reusability through a high replay ratio [8] due to the inefficiency of online 

and offline policy sampling, and control the agent knows what it shouldn't do by pruning the action 

space with LLMs [3]. Simple but efficient distance modeling also has comprehension capabilities [5].

Furthermore, language as a special type of sequence and comprehensible tool is focused on in our 

work, especially in the era of large language models (LLMs). Explanations as compressed signals 

can be migrated to the task of defending against model jailbreaks [2], where highlighting those 

tokens that are most dangerous and do not compromise the original prompts can be effective in 

protecting LLMs. In addition, LLMs as agents can effectively perform root cause analysis and 

diagnosis through some human-defined tools [7], such as codes, functions, and logs. Therefore, 

making LLMs trustworthy and making tasks trustworthy with LLMs will be a priority in the future. 

https://zichuan-liu.github.io/talk/XMARL_slides.pdf
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Future Research Plan: The future is human-centered. I am seeking to design, implement, and 

disseminate supertools, maybe by LLMs, that support human self-efficacy, creativity, responsibility, 

and social connections. These supertools will be reliable, safe, and trustworthy systems even in the 

face of threats from malicious red teams and biased data. Thoughtful design strategies, such as 

deploying LLMs responsibly [13], can deliver high levels of human control and high levels of 

transparency, as we do already in many applications. The future will be shaped by those who 

support human autonomy, well-being, and control over emerging technologies. 
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